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Abstract—This paper describes the simulated performancef CCD cameras calibrated for stereo vision that are used to
and experimental validation of a computationally efficiaht  position science instruments on targets of interest.

gorithm for improving positioning accuracy of robot arms

using low speed feedback from fixed stereo cameras. The@argets in this system are designated in stereo images thy ear
algorithm, called End-Effector Position Error Compensati based controllers. The target designated through visitt is
(EPEC) is robust to visual occlusion of the end-effector andangulated into a 3-D point in the camera pair’s coordinate
does not require high fidelity calibration of either the arm o system. When this position is uploaded to the arm, there is a
stereo camera. The algorithm works by calculating an ervisible discrepancy between the final position of the arm and
ror vector between the locations of a fiducial on the arm’sthe initial command. Currently, this discrepancy can be as
end-effector as predicted by arm kinematics and detected byuch as 1cm [3]. This system requires three consecutive sols
a stereo camera triangulation. With this knowledge, the-com(planetary days) to complete. On sol 1, the command is sent
manded target pose is adjusted to compensate for posigionirto take images of the target. When the images are received,
errors. A simulation environmentwhere arbitrary error ben  they are analyzed and a target is chosen. On sol 2, this tar-
introduced into arm-camera systems is introduced and usegkt is uploaded along with a command to take another set of
to provide an assessment of the performance of the algorithimages to verify placement. On sol 3, the placement is veri-
under both ideal and degraded conditions. Experimental refied in the second set of images and the science operation can
sults in the laboratory and on Mars are presented to validateommence [16].

the simulated performance estimates.

The desire to increase science return from in-situ plagetar
exploration has driven a new trend of research to perform
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1. INTRODUCTION 2. PRIOR AND RELATED WORK

EnQ—Effectqr Positjon Error C_qmpensation (EPEC) is an al‘I’his work has been performed for application to MER style
g_orlthm for improving the positioning accuracy of robot ma- o /camera systems where a manipulator, typically 5 degree
nipulators in arm-camera systems like those employed on th8f freedom, is rigidly mounted to the rover body along with
Mars Exploration Rovers (MER). These rovers each have A wide field of view (1206+) stereo pair of hazard avoidance

S de_gree of freedom a(;m, Cﬁ”ed the Lnstrurr:ent D(?F;:Oyme_néameras (hazcams) [10]. Science targets are designated in
Device (IDD), mounted to the rover base along with a paifihe hazcam images and the arm is used to place a science

instrument on the target. Generally this is done using alpure

1-4244-0525-4/07/$20. . : Jet. .
$20.06h007 ece kinematic model which includes a model of deflection due

IEEEAC paper # 1636



to gravity in the arm. On MER, this closed-loop system is 3. ALGORITHM DESCRIPTION

accurate to approximately 1cm [3]. End-Effector Position Error Compensation (EPEC) works by

- . taking the difference between the end-effector locatidoca
The state of the art for vision-based instrument placement o . : o .
lated by kinematics and by vision, called the correction-vec

a planetary surface was the recent use of the Hybrid Imag or, and using it to modify the original target pose. This-pro
Plane/Stereo (HIPS) algorithm [4] to update camera model(s:e’SS is iIIustr%ted in Fi u%e 1 9 get pose. P
offline for the MER rovers. HIPS is based on the Camera 9 '

Space Manipulation (CSM) [14] [13] concept, but modified to
work for very wide field of view cameras with a target close Desired Too Tool Pose Cartesian
to the camera and perspective instead of orthographic cam-  fomsiees.
era models with a narrow baseline. However, because HIPS ™"
updates its camera model on each iteration (a nonlinedr leas

squares adjustment), the algorithm is quite computatipnal
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expensive. The version of HIPS used on the MER rovers used P E".;'

one set of offline calculations to generate new camera models Visual p——

Online re-calculation during arm motion was not performed. gxssectr i e P L L
The benefit of this approach is that it does not require wéll ca =" Kinematies
:c:)drsgiegl.cameras and can handle occlusion of the end-efffecto Figure 1. EPEC algorithm block diagram

Other related work includes Robonaut, a robotic astrosaut’
assistant being developed at Johnson Space Center, fdn whid he desired tool pos&r,., is a vector of: x, y, z, azimuth,
a hand-eye calibration method has been proposed for mo@nd elevation of the tool. It is designated in Cartesian epac
accurate grasping [11]. This technique uses an end-effect@ssociated with the camerds;, . The arm kinematics operate
mounted spherical target that is detected in the robot’sihealn @ second Cartesian space, manipulator space, designated
mounted stereo cameras to calibrate its 7DOF arm’s kineCas. It is assumed in this process tha{y = Cy;. Inverse
matic model. kinematics is performed on the target point to produce afset o
joint angles corresponding Br,.; in Cy;, to which the arm
Visual servo control is well researched and has an estalish is commanded to move. The process of taking images, identi-
lexicon [7]. In this field, EPEC is a look-and-move system fying the fiducial, and triangulating the end-effector lbea
because the vision system is calculating commands which atéentifies the tool locationXr,,; in Cy. At current, using
fed to a joint space controller. Itis a position based sysiem one fiducial can only identify the location (x, y, z) and nat th
cause the error calculations are made in Cartesian space afil pose (which includes azimuth and elevation angles). To
not in camera space. Because both the target and end-effecRccommodate this?r,.; can be truncated i@’y, by ignoring

are identified in the vision system, this is also an endpointazimuth and elevation data to g&t..;. The difference be-
closed loop system (ECL). tween theXr,,; value inCy andC), is the EPEC correction

vector.
The major difference between EPEC and traditional visual
servo systems is that EPEC generally requires only one itBasic operation of EPEC is to move to a target, calculate the
eration of the correction. This allows for either the use ofcorrection vector, apply the correction vector to the targe
newly calculated correction vectors or a lookup table toapp and then move again with the corrected target. This process
an appropriate correction vector, calculated earlierhait ~ can be repeated in a servo loop indefinitely until the final er-
additional use of the stereo cameras. The primary advantadér is below a desired threshold. However, with an operator
of this approach is the inherent safety. All commands fromchecking each commanded move from EPEC, additional iter-
EPEC can be observed by ground based controllers before bations will require additional sols of operation time. Fbet
ing uploaded to the spacecraft. The arm motion is never leftDD scale manipulators investigated in this research, éne i
solely to an onboard closed-loop visual servo system. Thigration has generally been sufficient to achieve accuratly we
step is critical in in-situ rover operations. below the 1cm baseline.

The EPEC correction vectors can also be stored and observédlditionally, because the correction vectors are intoasy
as a diagnostic tool. In this way, EPEC is essentially arassociated with the location in CV space where they are cal-

open-loop feed forward error compensator and an observeiulated, if a target is located close to a correction vecabr ¢
of arm/camera degradation over time. culated previously it is possible to perform a feed-forwadd

dition of this correction without performing the costly igra
After describing the details of the algorithm, these tweaigle ining and triangulation. If this system does not achieve the

are addressed through simulation and experiment. desired error tolerance, a full position based visual s&ep
could be employed by iteratively taking more images and cal-

culating and applying new correction vectors.



This algorithm is not limited to final target points. Interme with the camera system. This observation is another two

diate waypoints could also be corrected for in the same marstage process which involves projecting the 3-D arm locatio

ner by either adding the appropriate correction vector feom into camera pixel space (a 2D pixel location on each camera

table or by stopping and calculating new vectors along a mo€CD). This is done first with a nominal camera model. This

tion. The experimental and simulated robot/camera systemsamera location is then projected back as one ray from each

in this study all had sufficient path following accuracy fles camera through a second set of camera models with errors

than 1cm) that this additional capability was not necessaryintroduced. The intersection of these two rays (or its dbse

but it is an avenue for future research. approximation) is the perceived arm location. The discrep-
ancy between the commanded pose and the perceived pose is

It is important to note, however, that this algorithm measur the correction vector.

all errors in camera space. The initial target is designated

camera images and the final location is also calculated fronn this setup, a similar set of forward and inverse operation

camera images (with or without EPEC corrections applied)is performed on both sets of models. For validation, the same

Even if the target and final poses match perfectly, thereccoulcamera and arm models can be used in this process and the

be some bias error between the camera designation an dtiresult will be no final positioning error. The location therar

true world frame location. Since the goal of this system iswas observed would be exactly where it was commanded to

only to move the end-effector to a target designated througimove.

vision, any bias error is ignored. Additionally, for mostssy

tems where this algorithm would be used, this bias wouldTo asses the performance of EPEC, the process described

likely be small. above is performed in two stages, as illustrated in the figure
In stage 1 of the simulation, the correction vector with a tar
4. SIMULATION ENVIRONMENT get pose is calculated. This correction vector is then added

To assess the performance of the EPEC algorithm under%c\) a target de&gnated in stage 2 and the process 15 repeated
0 calculate the final error. The poses designated in stage 1

wide range of error conditions, a simulation environment nd 2 do not need to be the same. The experiments outlined

where arbitrary errors could be set and the performance OEtf‘:elow have a goal of observing the performance degradation
the algorithm measured was created. With the assumption g 9 P 9

that the closed loop joint control system produces zeralgtea as these two poses move further apart.
state error, discrepancies in the final positioning of tha ar
can be attributed to errors between the actual hardware (arm 5. PARAMETER SPACE

and cameras) and the associated models. To simulate thisor the stereo cameras, CAHVOR models [6] were used and
two copies of each model are used: a nominal set to represeonalculated with an unsurveyed calibration method [1], Wwhic
the models used in the control software, and a perturbed sebeans that the ground truth measurements of arm, camera,
with controlled errors to represent real hardware. Thisusim and calibration targets is not known. All models produced
lation environment is illustrated in Figure 2. are relative to the camera frame. Each model has 18 possible
parameter values. For simplicity, the radial lens distorpa-
rameters (R) were ignored in simulation and it was assumed

Simulated Hardware Perceived

Trge e | [ Forvara | [camers ovseaton] [ o ranuiaton Pose that the CC_:D pointing vector was aligned with the lens vector
(with error) (with error) (O=A). This reduces the number of camera parameters to 12
somdnges A Pose Lovatons per camera. Because the cameras are used in a pair to per-
o o- form stereo triangulation, not the individual parametduea
o but errors between the two cameras are important. To account
Stage 1 Voo for this, two identical camera models were produced with one
[z 320 model was offset by an appropriate baseline of 10cm. Errors
. Simted Harsuars pacies were introduce_d into only one of the two cameras while the
poss' (O inemties | ﬁ:{%{,}; copocrtn] oo iy other was left fixed.

) ) ) ) ) For the arm kinematics, the standard Denavit-Hartenberg
Figure2. simulation environment block diagram convention [5] was used on the 5 degree of freedom arm. This
produces 4 parameters for each link for a total of 20. The arm
Given a target pose, inverse kinematics are performed usini§ 27ranged in a yaw-pitch-pitch-pitch-yaw configuratiém
a nominal arm model, this provides a set of desired joint anddditional transformation was used to relate the fiducigtéo
gles. To simulate the ,robot moving to these joint angles forend effector. No errors were introduced into this transform
ward kinematics is performed on a second arm model which . i ) i .
has some amount of error introduced. The result of this proYVith this set of parameters defined, it was possible to examin
cess is the actual Cartesian pose of the arm which, in the re3PW €rrors in each parameter individually affect the tot p
system, is not known since there is no ground truth data. Th&!tioning error and how they are compensated with the EPEC
true value of this pose is not known: it can only be observed!90rithm. This makes it possible to identify key parameter



which may require additional consideration during the-cali
bration process. A representative plot of this one paramet
analysis is shown in Figure 3. On the left is a plot of correc

6. PERFORMANCE SIMULATIONS
EPEC atthe Target

tion vectors caused by error in the first yaw angle parameteiThe first goal of this analysis was to determine the effeetive

All errors radiate perpendicular to the arm direction analgr

ness of the EPEC algorithm. To this effect, this first test was

as the distance from the first yaw joint increases. This is talesigned to test how the algorithm would perform when an
be expected with a rotational error. The error magnitudmfro images was available directly at the target location. Is thi
this parameter error is manageable and sufficiently compertest, the arm was commanded to a target and the initial error
sated with the EPEC algorithm. The right side of Figure 3was calculated. The error corresponds to the correctiotovec
shows positioning errors when compensated with EPEC. Pegt that target. To implement EPEC, the arm was commanded
forming the same procedure on the other 31 parameters pr@&gain, this time with the correction vector added, and the fi-

duced similar results.

Error Vectors Pre-EPEC from Yaw Error
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nal positioning error was calculated. This represents tst b
performance possible with only one iteration.

Table 2 outlines the results of this test on the nine elenants
the parameter space.

EPEC Locality

The second goal of this analysis was to determine the effec-
tiveness of a correction vector when it is applied away from
the place where it was calculated. To test this, a correction
vector was calculated at one location and then applied to tar
gets throughout the workspace. Of interest now is the final
positioning error at a target along with the distance betwee
the target and the place where the correction vector was cal-
culated.

For each of the 9 parameter sets, three starting locatiors we
selected to calculate the correction vector. This vectos wa
then applied to each of the targets throughout the workspace
The mean error was calculated at each target and plotted vs.
distance from the location where the correction vector was
calculated. The result of this test for the first parametér se
is shown in Figure 4. The three colors in this plot represent

EPEC Correction Vectors plotted in arm the three targets: target 1 in the center of the arm workspace

workspace; error introduced only to the arm yaw parametefarget 3 in the center of the camera field of view, and target 2

and resulting errors are concentric with arm yaw

To perform a full analysis of this large number of parameters
a statistical approach was employed. Three levels of error
were chosen for each of the parameter types (lengths, angles
etc.) and these levels were used as the standard deviaton in
random distribution. Three groups of parameter errors were
selected: arm only, camera only, and combined. Table 1 out-
lines these three groups with the standard deviations &r th
three levels of intensity. This created 9 parameter groups,
each with 100 members whose values are a random distribu-
tion which adheres to the standard deviations in Table 5.

The intent for this analysis is to observe the combined influ-
ence of all parameter errors in a combined manner on the arm
motion and EPEC correction. For each of the tests outlined
below, all 100 parameter sets in each group are tested and the
results are averaged.

Table 1. parameter set error magnitudes

c c
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o = 5
o = e g Qc’j <4 %
= w5 © © o ®
© = p pa o
z 5 2 @ @ T -
) ) c @© © o X
wn | < @) @) L o
Arm1l 1.0 0.5 X X X X
Arm2 1.0 1.0 X X X X
Arm3 25 1.0 X X X X
Caml X X 1.0 005 1.0 5.0
Cam2 X X 25 015 25 125
Cam3 X X 50 030 50 250
All 10 05 10 005 1.0 5.0
All2 10 10 25 015 25 125
Al3 25 10 50 030 50 250
units: mm deg. mm deg. pixel pixel
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Figure4. final positioning error vs. distance from correction Figure5. final positioning error vs. distance from correction
vector for mild errors in arm DH parameters only (arm set 1)vector for increased errors in arm DH parameters only (arm
set 2)

on the extreme edge of the workspace. In all cases, the threr

targets agree and it is possible to calculate a trend line. 0.045¢
0.04- Target 1
Figures 4 through 6 illustrate the three cases of arm kiniemat <X> iargeg
errors only. In all three cases, the final positioning errowgs o 00357 el
linearly with distance from the correction vector location 5 003f
i
. . . 2 0.025¢
The three sets in this group represent three levels of iserea =
ing error and likewise the three trend lines on these sets hav 3 %%
increasing slope. As errors in the arm model increase, the 5 o015t
area where a correction vector can produce a desired level o £ oLk
positioning performance will decrease linearly. This ig no @Q@ @ Y
o : - - 0.005] & @
surprising, since Denavit-Hartenberg parameters coisist o %
two types: displacement and rotations. Small errors in the 0 ‘ : : : : : : ‘
. . . . 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
link lengths or offsets in the kinematics would correspomd t Distance From Correction Vector (m)

similar small displacements of the end-effector. Assunang

small ang|e approximation’ the same is true for arm ang|e§igur66. ﬁnal pOSitionin_g errorvs. distance fl’0m COI’reCtion
and link twists. vector for severe errors in arm DH Parameters only (arm set

3)
Errors in the extrinsic camera parameters correspond to dis
placements and rotations of the camera frame with respect to
the world (or arm) frame and would result in the same dis-

) ~"matics (assuming again a small angle approximation). Er-
placement of the end-effector described above for arm kine,

rors in the intrinsic parameters of the camera model, how-
ever, will result in ranging errors, which grow quadraticly

Table 2. error magnitudes in mm for EPEC at the target With distance from the camera. As the chosen intrinsic pa-
rameter errors are rather severe, it is not surprising that t

Set No EPEC With EPEC overall error increases quadraticly with distance. Thelltes
Name MeanErr. Std. Dev. MeanErr. Std. Dey. for these camera error cases are shown in Figures 7-9. In
Arm 1 12.2 0.7 03 0.01 these cases, there is a quadratic increase in the posdgienin
Am2 230 15 0.9 0.05 ror as the correction vector is applied away from where it was
Arm 3 25.7 1'5 1'2 0'07 calculated. Again, as with the arm error cases, the slope of
Cam 1 3'3 2' 0 0.06 0 07 this trend increases as the severity of the introduced ésror
Cam 2 8.4 5.4 0.40 0.45 increased.
ialllnls j 59'9 1967 01620 01(')10 Figures 10-12 show the results of the three combined error

' : : ’ sets. Not surprisingly, combining the linear and quadratic
2:: g 183 3421 238 228 ror trends produces another quadratic trend. Figure 13 show

the trend lines from all 9 parameter groups without the indi-
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1)

vidual data points. For the error magnitudes chosen, the cam . : . . .

era model errors dominate the algorithm performance ThE"r and a 0.3 pixel error in stereo disparity matching erro

magnitude of the camera only errors is substantially higheFGSl.Jltlng in 10mm of range error. .However, because thg al-

than the kinematic errors. Combining the two produces a logorlthm uses a target designated n the same stereo pair that

cality plot that is only slightly worse than camera erroréyon it uses to compute the error vector, it can achieve muchibette
placement performance in practice.

7. EXPERIMENTAL RESULTS Correction Vector Measurements

Experimental Setup The first experiment performed was simply a measurement

To validate these simulations, EPEC was tested on a represeof correction vectors throughout the workspace. The arm
tative hardware arm/camera system. The test arm, shown iwas commanded to 100 target points evenly spaced at 5¢cm
Figure 14, is a wall mounted 5 degree of freedom manipulathroughout the workspace. At each target, the arm location
tor with identical configuration and similar sizing to the RE  was calculated through kinematics and through vision and
IDD, approximately 80cm at full extension. The cameras areheir difference, the correction vector, is plotted in FHigd5.
rigidly mounted to the robot’s back plate, have a 10cm baseThe vectors are anchored (with a dot) at their location calcu
line, and are angled at 3@own. They have 2.8mm lenses, lated by vision and they point toward the commanded target,
a 640x480 pixel CCD with 4.65um pixel size and a field of showing the direction of the correction.

view of about 90. At 1m away, this configuration corre-

sponds to 1 pixel translating to approximately 1mm in ldtera This experiment serves as a baseline for positioning perfor
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Figure 13. combined best fit trend lines for figures 4-12

. . o . ing a laser rangefinder total station (Leica Geosystems mode
mance and also gives a visualization of the modeling error]_CRA1103+) the target location is measured along with po-

through the workspace. The mean size of these 100 COMetion of the arm before and after the application of the cor-

tion vectors is 1.5cm. A comparison of these results to the N ction vectors. The final positioning error (distance frte

dividual paramete_r error measurements discussed in geCt'Q[arget location) is plotted against distance from the t
5 may reveal particular parameters of concern. For instance

if all error vectors radiate outwards from the camera centerrectlon vectors. Figure 16 shows the result

(as these do) there is most likely an error in a parameter tha]there is alarge (+/- 2mm) spread on all the data collected, bu
effects stereo ranging, such as the baseline measurementtﬂr '

camera rotation Is can be attributed to measurer_nent accuracy gnd human
' operator error. As expected, there is no relationship beitwe
distance to target and positioning when EPEC is not used.
The mean of these targets is also identical to the 1.5cm-calcu
The second experiment performed was an exact copy of thiated in the previous experiment. With EPEC, however, there
simulated locality experiment described in section Sectio is a clear trend in better performance for targets close ¢o th
6. The arm was commanded to three different start posieorrection vector. An exact fit with noisy data would require
tions and a correction vector is calculated associated witimore data points, but a simple linear fit gives a good idea of
that point. This correction vector is then applied to each of EPEC performance as both a linear and quadratic fit would
large number of targets spread throughout the workspace. Ube very close at the small scales (10cm or less) in question.

Correction Vector Locality



Locality of EPEC Correction Vectors
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tempt resulted in a strong reflection of the sun off a portibn o

the end effector and the images were saturated near the fidu-
Figure 15. correction vector field for experimental system, cial. On this attempt the results were no better than the-base
plotted in world coordinates with arm base and camera locatine. Additionally, as there was no ground truth measuremen

tion available to verify these numbers so any biases in the vision
system (such as fiducial detector bias) would be present in al
measurements.

MER Results

The EPEC algorithm was employed as a ground tool to aid in 8. CONCLUSIONS

motion planning on mission sol 698 on the MER rover Op-The analysis shown here has provided compelling evidence
portunity. On the previous sol, three arm commands werdhat the EPEC algorithm can make significant improvementin
uploaded and images with corresponding joint angles werarm positioning accuracy with a simple and computationally
recorded. With this information it was possible to measureefficient implementation. Analysis of the correction vecto
the correction vector and upload corrected target location locality was also critical in ensuring that this algorithrowd
On sol 701 the images of the arm at the new, corrected posiwork under non-ideal conditions. The simulation predibtgt
tions were received. Figure 17 shows one set of before anfinal positioning errors will grow smoothly and predictajdy
after images and Table 3 outlines the before and after posiesult which was verified through experiment. Given the con-
tioning results. straints and hardware capabilities in the class of opearatio
explored in this research, EPEC appears to be an excellent
On the first and third attempts there was significant improvemethod for improving positioning, either as a standalone al
ment on the order of 1cm to Imm. However, the second atgorithm or in conjunction with existing methods.



Table 3. positioning error with EPEC on Opportunity IDD,

Sol 6 sols 698 and 701

440

4 Error Before Correction Error After

460 Correction Vector (m) Correction
470 Attempt 1 6.9 mm (--00499736, 0.50 mm
-0.00470137,

480
-0.00100508)

Attempt 2 6.8 mm (-.00523693, 7.2 mm
-0.00310702,
-0.0030674)
Attempt 3 11.9 mm (-.00956444, 0.39 mm
-0.000652192,
-0.00700548)

4908

300

310

320

330

240

300 520 240 360 380

target and a model based fit is currently being investigated.
The use of three fiducials to extract azimuth and elevatien in
formation is also under consideration.

MER Integration

An additional avenue of research is the use of EPEC to pro-
cess archived data. Because the camera images and arm po-
sitions are saved for every command sent to the rovers, it is
possible to scour the database of over 700 sols of data and cal
culate correction vectors whenever a proper fiducial (sich a
the Mossbauer spectrometer ring) is visible. Research-is un
derway to use these data to give a time history of arm/camera
degradation or as an offline EPEC correction vector table.

500 520 540 460 : 480
o = Kinematic, X = Detected MSL Scale Tests

The robot arm on the proposed Mars Science Laboratory
Figure 17. application of EPEC correction on Opportunity (MSL) mission is more than double the length of the MER
IDD, sols 698 and 701 IDD. Camera ranging errors and kinematic positioning esror
will both be magnified on a longer arm. For this reason it
is expected that the baseline positioning performance on an
9. FUTURE WORK MSL size arm will be more than 1cm. Characterizing this er-
ror and observing the improvement caused by the use of the
EPEC algorithm is another avenue of continuing research.
Currently underway is a comparison study to gauge the dif-
ferences in performance and computational requirements be 10. ACKNOWLEDGEMENTS
tween EPEC and two other vision guided manipulation al-

gorithms: Hybrid Image Plane/Stereo (HIPS) and DH-Tune.The research described in this paper was carried out at the

These three methods each address the issue of errors in ca‘r]ne-t Propulsion Laboratory, California Institute of Tectugy,

era and arm models differently. HIPS compensates error bunderacontractW|th the National Aeronautics and Space Ad-

recalibrating the camera models only, DH-Tune recalcslate%'msnat'on as part of the Mars Technology Program.
the arm models only, while EPEC makes corrections in Carte-
sian space while keeping both models unchanged.

Comparison Study
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